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Abstract: This study utilizes Fourier transform infrared (FTIR) data from honey samples 
to cluster and categorize them based on their spectral characteristics. The aim is to 
group similar samples together, revealing patterns and aiding in classification. The 
process begins by determining the number of clusters using the elbow method, resulting 
in five distinct clusters. Principal Component Analysis (PCA) is then applied to reduce 
the dataset’s dimensionality by capturing its significant variances. Hierarchical Cluster 
Analysis (HCA) further refines the sample clusters. 20% of the data, representing identified 
clusters, is randomly selected for testing, while the remainder serves as training data for 
a deep learning algorithm employing a multilayer perceptron (MLP). Following training, 
the test data are evaluated, revealing an impressive 96.15% accuracy. Accuracy measures 
the machine learning model’s ability to predict class labels for new data accurately. 
This approach offers reliable honey sample clustering without necessitating extensive 
preprocessing. Moreover, its swiftness and cost-effectiveness enhance its practicality. 
Ultimately, by leveraging FTIR spectral data, this method successfully identifies 
similarities among honey samples, enabling efficient categorization and demonstrating 
promise in the field of spectral analysis in food science.

Key words: Fouirer transform infrared spectrophotometer, hierarchical 
clustering analysis, machine learning, deep Learning.

INTRODUCTION
Honey is a nutritious and energy-rich food 
produced by bees from the liquid, nectar of 
flowers. Honey has been known for centuries 
and is one of the oldest foods. It has never lost 
its importance in human nutrition and health. 
Honey is the first sweetener discovered by 
mankind. Most honey consists of carbohydrates 
(such as glucose, fructose, and sucrose), water, 
and small amounts of other substances such as 
proteins, ash, amino acids, enzymes, vitamins, 
and phenolic acids. It is known that each of these 
components, present in small quantities, has 
a characteristic nutritional value or medicinal 
properties (Aly et al. 2021). Although the main 
components of honey (carbohydrates and water) 

are almost the same in all honey samples, the 
chemical composition and physical properties 
of honey differ depending on the plant species 
from which the bees take the nectar. In this way, 
it is possible to determine where the honey 
comes from or whether foreign additives have 
been added to it.

Since honey has economic value, many 
studies have been conducted on it (Erejuwa et 
al. 2012, Snowdon & Cliver 1996, Meo et al. 2017, 
Przybylowski & Wilczynska 2001, Kwakman & 
Zaat 2012, Molan 1996). The aim of this study is to 
propose a machine learning combined with FTIR 
spectroscopy to cluster honey samples. After 
clustering, Deep Learning was applied, and it was 
found that accurate clustering was performed 
at a rate of 96.15%. In this study, I validated the 



FATIH M. AVCU FTIR-BASED UNSUPERVISED CLUSTERING OF HONEY

An Acad Bras Cienc (2024) 96(1) e20230409 2 | 11 

feasibility of the machine learning algorithm in 
combination with FTIR spectroscopy.

The main purpose of cluster analysis is to 
find a natural classification of data sets with 
complex structures in order to separate objects 
into homogeneous and inhomogeneous clusters. 
When studying unknown structures in nature, 
cases with natural classifications may need to 
be reconsidered. Cluster analysis can be used 
to treat situations whose natural classification 
is determined by a small number of variables 
by increasing the number of variables and 
investigating whether the previous classification 
has changed. For example, conditions such as 
the positive contributions of evolving technology 
in data collection, the development of modern 
measurement instruments, and the ability to 
collect data on new variables from units require 
control of traditional information. Therefore, 
the classification of variables and units should 
be reconsidered using multivariate statistical 
methods.

Fourier-transform infrared (FTIR) analysis is 
a chemical analysis method that measures the 
intensity of the infrared beam passing through 
the sample based on the wavenumber of the 
beam using the Fourier transform mathematical 
method. It is used not only for identification 
of microbial cells (Ojeda & Dittrich 2012), but 
also for structural analysis of macromolecules 
(Sazonova et al. 2019). The applications of 
FTIR spectroscopy are widespread due to its 
broad spectrum (Sivashanmugam & Nair 2016, 
Huang et al. 2018). Obtaining fast results has 
made the use of traditional FTIR popular. FTIR 
spectroscopy is a direct and reversible method. 
This spectroscopic method (Gómez-Ordóñez & 
Rupérez 2011) which provides results in a short 
time and with a small amount of sample, is 
used in the analysis of solid, liquid and gaseous 
samples.

Machine learning began to be developed in 
the 1960s (Alpaydin 2010, Samuel 1959). Contrary 
to popular belief, the mathematical background 
is not new. For deep neural networks, it can be 
said that classical neural networks are a special 
case of multilayer and multi-neural networks 
(Sun 2019). The most important feature of 
deep learning networks, which are designed in 
different models depending on the application 
domain, is that no separate study is required to 
extract the features suitable for the problem. 
In deep structure layers, the features are 
formed by learning the network. Deep learning 
networks, which can decide for themselves 
what information to learn instead of using 
the information presented to them, therefore 
provide more successful results than classical 
methods (Hinton 1989, Asadi-aghbolaghi et al. 
2017, Pereira & Oliveira 2017). Deep learning 
consists of an advanced neural network with 
many hidden layers. Deep Learning is used in 
various applications such as image recognition 
(Wu & Chen 2015, Pak & Kim 2017), computer 
vision (Voulodimos et al. 2018, Borraz-Martínez 
et al. 2022), text classification (Minaee et al. 2021, 
Liu et al. 2017), multiple classification (Cengil 
& Cinar 2019, Kim et al. 2020) and regression 
problems (Salaken et al. 2019, Malek et al. 2018).

Related Work
Segato et al. proposed a multivariate machine 
learning model to understand how the 
physicochemical properties of honey change 
with heat (Segato et al. 2019). Increasing 
temperatures significantly modified moisture, 
hydroxymethylfurfural content and lightness. 
In their study, they used the support vector 
model. They found that heating honey as a 
pretreatment, especially raising the temperature 
above 39 degrees, caused a significant change 
in the internal structure of honey. Liu et al. used 
the Leave One Out Cross Validation Test (Liu et al. 
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2022) after obtaining the sequence of honey by 
DNA extraction with High Throughput Sequencing 
(HTS)-based metabarcoding method. Using 
this method, they were able to determine the 
geographical origin of the honey at a rate of 99%. 
Chien et al. (2019) classified the pretreated honey 
spectra using multi-layer perceptron (MLP), 
support vector machines (SVM) and principal 
component analysis (PCA) and showed that SVM 
and PCA gave better results than MLP (Chien et 
al. 2019). Also they investigated the effectiveness 
of several spectrum preprocessing technologies 
for classifying honey samples. Noviyanto A & 
Abdulla WH (2020) performed classification using 
IR spectra of honey samples. They used support 
vector classifier (SVC) and k-nearest neighbors 
(kNN) as supervised learning algorithms for 
classification. They used Hyperspectral imaging 
technique for their study. The combination of 
hyperspectral imaging and machine learning 
offers a promising, fast, automatic and non-
invasive approach for honey botanical origin 
classification. They also reported a classification 
success of 90% for closed clusters and 88% for 
open clusters (Noviyanto & Abdulla 2020).  Al-
Awadhi MA and Deshmukh RR used machine 
learning to determine the botanical origin of 
honey. In their method, they used Hyperspectral 
imaging to get data and linear discriminant 
analysis (LDA) to extract features and reduce the 
number of dimensions, and then used SVM and 
KNN algorithms for classification. They reported 
the accuracy of the proposed model as 95.13% 
(Al-Awadhi & Deshmukh 2020).  Batista BL et 
al. performed a study based on SVM (Multilayer 
Perceptron) and Random Forests algorithms 
(Batista et al. 2012). The authors used Inductively 
Coupled Plasma Mass Spectrometry (ICP-MS) 
as the experimental technique. The authors’ 
study focused on the determination of multi-
element content in Brazilian honey samples 
and identified forty-two chemical elements.  

They obtained results with 65%, 83% and 79% 
accuracy, respectively. They stated that they 
were able to quickly find the geographical origin 
of a honey using their proposed method. Anjos 
O et al. conducted a neural network-based study 
to determine the botanical origin of honey 
using moisture content, electrical conductivity, 
water activity, ash content, pH, and free acidity 
(Anjos et al. 2015). The authors found that the 
combination of FTIR, GC–MS, PCA, and neural 
networks was able to successfully discriminate 
the botanical origin of honey with an accuracy of 
96% Deep learning, although used with large data 
sets, has recently been shown to be a good tool 
for classification examples with small data sets 
(Karakaplan & Avcu 2021, Avcu 2021). The authors 
classify some drugs by Monte Carlo sampling 
with a combination of Genetic algorithm (GA) 
and Deep neural network (DNN) due to the 
stochastic nature of the field, exponential 
number of variables and few chemical species. 
They also optimized the DNN parameters with 
GA and achieved a success rate of 93.8%. 

FTIR and multivariate data processing tools 
are often used for the classification of honey 
samples. However, deep learning has many 
advantages that can be used for honey sample 
classification. Deep learning models are well-
suited for modeling non-linear relationships 
between variables, which can be useful for 
honey sample classification.

MATERIALS AND METHODS
This study was carried out on honey samples from 
Turkey with different botanical and geographical 
origins. Before analysis, the samples were stored 
at room temperature and in a dark place. After 
scanning the honey samples with the Spectrum 
100 (Perkin-Elmer Inc.) FTIR-ATR spectrometer, 
the obtained spectra were used for PCA and 
HCA. The dataset resulting from the clustering 
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process was reclassified by Deep Learning. The 
open source libraries Tensorflow (Abadi et al. 
2021), Keras (Chollet et al. 2022) and Scikit-learn 
(Buitinck et al. 2022) are used for the calculations.

FTIR measurements
To dilute all honey samples with very high 
viscosity, 5 ml of carbon tetrachloride was 
added to 5 ml of honey sample volume. This 
process was applied equally to all honey 
samples. (Bailey 1965, Terrab et al. 2003, Costa 
et al. 2016, Verma 2020). Measurements were 
made in the middle range of IR (wavelength 
range from 4000-600 cm-1). For each sample, 3 
separate measurements were made with the 
FTIR instrument and the mean values were 
taken and analyzed. After each measurement 
was taken, the FTIR spectrometer was thoroughly 
cleaned to maintain its accuracy and prevent 
contamination from previous samples. The 
results obtained from the measurements were 
stored in Csv format without preprocessing. 
The spectra obtained from the measurements 
with the FTIR device of 65 samples are shown in 
Figure 1.

The differences seen in Figure 1 may be due 
to botanical and geographical origins, harvesting 
and processing methods, different physical and 
chemical properties or a combination of these 
factors and other unknown factors.

Chemometric methods
Cluster analysis, one of the multivariate 
statistical techniques, is used to classify 
ungrouped and unknown data according to 
their similarity. Cluster analysis is similar to 
discriminant analysis in that it aims to collect 
similar samples in the same groups, and to 
factor analysis in that it aims to collect similar 
variables in the same groups, and it also has 
data reduction features.

Principal component analysis (PCA) is an 
unsupervised learning method. The basic idea 
of PCA is to transform the original features into 
a new feature array in order of importance via 
a set of orthogonal vectors (Wu et al. 2018). 
It is commonly used to obtain a graphical 
representation with lower dimensions that 
describes the maximum variation in a data set. 
The first component of PCA considers the largest 

Figure 1. The FTIR-
ATR Spectra of 
Honey Samples.
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possible variability in the data, while the second 
component considers as much of the remaining 
variability as possible.

Another unsupervised learning algorithm 
is Hierarchical cluster analysis (HCA) (Granato 
et al. 2018), whose goal is to collect similar 
samples in the same groups or clusters, identify 
these clusters, and predict which group the 
new samples belong to based on the similarity 
of the samples with respect to all variables. 
Clustering is based on the similarity (closeness) 
or dissimilarity (distance) of two samples. In 
hierarchical clustering methods, the clusters are 
combined one by one, and once one group is 
combined with another, they are not separated 
in the following steps. Divisive clustering, on 
the other hand, is a top-down approach, where 
a single cluster is divided into smaller sub-
clusters in each step.

There are many methods for determining 
the number of clusters in a data set. The oldest 
and most commonly used of these methods is 
the elbow method (Coates & Ng 2012). In the 
Elbow method, the number of clusters (k) is 
changed between 1 and 10. For each k value, the 

WCSS (Within Cluster Sum of Squares) value is 
calculated as in Equation 1.

2tan ( , )n m

k i

c d
i kc d in ci

WCSS dis ce d C=∑ ∑  Eq.1

C, d are cluster centroids and data point 
each cluster respectively.

WCSS is the sum of the square of the 
distance between each point and the center of 
a cluster. The WCSS value and the k value are 
plotted on a graph. As the number of clusters 
increases, the WCSS value decreases. When k=1, 
the WCSS value is the largest. In Figure 2, it can 
be seen that at one point the graph changes 
rapidly and takes the shape of an elbow. From 
this point on, the graph moves almost parallel 
to the x-axis. The k-value corresponding to this 
point is the optimal k-value or the optimal 
number of clusters. In Figure 2, the number of 
clusters is clearly indicated as 5.

Another method for determining the number 
of clusters is the dendrogram method. Ward’s 
method and Euclidean distance were used in 
the calculations to create the dendrogram. L. 
Ferreira and D. Hitchcock stated in their study 
that Ward’s method is the best among the other 

Figure 2. Identification 
of The Elbow Point.
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methods (Ferreira & Hitchcock 2009). Ward’s 
method is also called the method of least 
variance (Ward 1963). In short, Ward’s method 
performs the merging process based on the 
variances. The merging process starts with the 
clusters with the least variance. The method is 
calculated as in equation 2.

1 1
( ) ( )ik n

ij i ij iji j
SSE y y y y

= =
′= − − −∑ ∑  Eq.2

 is the jth object in the ith cluster and  
is the number of objects in the i th cluster.

There are many distance methods for 
calculating interclusters. Euclidean distance 
is one of them. M. Sha et al. reported that 
Euclidean distance gave the best results in their 
studies based on Raman spectroscopy (Sha 
et al. 2020). From Figure 3, it can be seen that 
the graph starts with 65 separate clusters for 
65 honey samples. The number of clusters can 
be determined with a line drawn parallel to the 
x-axis from the point of sharp increase in the 
dendogram. The number of points where this 
line intersects with the dendrogram gives the 
number of clusters. Each point where the red 
line intersects in Figure 3 represents a cluster. 
The number of 5 clusters found confirms the 
number k in Figure 2.

In machine learning, when using a 
clustering algorithm, it requires that all features 
of the data have the same size (Jain et al. 1999). 
These differences in original features can cause 
problems for many machine learning models. 
Variables measured at different magnitudes in 
the data set do not contribute equally to the 
fit of the model and the learning function, 
leading to bias in the result. For example, since 
clustering algorithms are distance-based, a 
large value for a feature in our data will result 
in it being the dominant feature. To avoid this 
situation, I scale the data using standardization 
or Z-score normalization methods. I used the 
“StandardScaler” function in the “Sklearn.
Preprocessing” library in Python for this process. 
The StandardScaler operation adjusts each 
column of data so that its mean is 0 and its 
standard deviation is 1.

For the HCA method, the score vectors 
obtained from PCA were used (Figure 4). Python 
scripting language was used for PCA and HCA 
analysis. In this study, using agglomerative 
clustering, hierarchical clustering is performed 
with Euclidean distance calculations, starting 
with the most similar samples. This process is 
performed using the AgglomerativeClustering 

Figure 3. Cluster 
Numbers with 
Dendrogram.
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function from the Sklearn.cluster library. Other 
hyperparameters of HCA are Euclidean and Ward 
parameters for affinity and linkage, respectively.

Results and Discussion
In Figure 5, the samples from Cluster 3, which are 
very different from the other samples, should 
not be considered outliers. Outlier samples are 
samples that cannot be assigned to any cluster 
as a result of the cluster analysis.

Looking at the HCA (Figure 5) and K-Means 
(Supplementary Material - Figure S1) clustering 
results, I see that there are transitions between 
Cluster 1 and Cluster 5, and between Cluster 2 
and Cluster 5. Similarly, the HCA (Figure 5) and 
Gaussian Mixture (Figure S2) clustering results 
show a stronger transition between Cluster 1 
and Cluster 5 and between Cluster 2 and Cluster 
5.

The accuracy of the clustering process was 
tested using a Deep Learning based classification 
process. The outcome of the classification using 
Deep Learning is binary, either 0 or 1, due to its 
structure. Therefore, the column with the cluster 
number in the data file is preprocessed in the 

Sklearn library and LabelEncoding is applied to 
it. 

For the classification process, 20% of the 
data set was randomly selected for testing and 
the remaining portion was used as training data. 
Process, the train_test_split command from the 
sklearn.model_selection library is used.

The structure of the deep learning model 
consists of the input, the hidden and the output 
layer. Each parameter for the hidden layer and 
the epoch number was tried 30 times, and 
the average is shown in Figure S3. The model 
created in this study consists of 3 layers in 
total. For the Deep Learning structure; FTIR data 
was dimensionally reduced using the boxcar 
algorithm and given to the input neurons.  In 
the structure, 171 input neurons and a hidden 
layer structure with 338 neurons were used. 
The rectified linear unit (relu) function is used 
as the activation function of the input and 
hidden layers. The output value of the relu 
function is between zero and +∞. The reason 
why the relu activation function is commonly 
used is that inputs greater than 0 have a fixed 

Figure 4. Loading Plot. 
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derivative value. The sigmoid function is used to 
activate the output layer. The sigmoid function 
is a continuous and differentiable function. It is 
often preferred because it is non-linear. It takes 
a value in the range of 0 to 1, depending on the 
input value. Since I have 5 classes, the output 
layer is set to 5.

The most commonly used function 
Adaptive Moment Estimation (adam) was used 
as an optimizer (Ruder 2017). Deep Learning is 
initiated with an epoch number of 150. Binary_
crossentropy was used as the loss function in 
the structure. It is known that the lower the loss 
function, the better the structure is optimized. 

Figure S4 shows the success of formation 
and losses.  The loss function of the model is 
very close to 0.1. After the training, it can also 
be seen that the accuracy is above 96%. Looking 
at both the loss and accuracy, I can say that the 
training is successful.

One of the methods used to determine 
model accuracy is the complexity matrix. The 
complexity matrix created after testing the 
algorithm with 13 test data that were not used 

for training is shown in Figure S5. The rows of the 
matrix show the true classes and the columns 
of the matrix show the predicted classes. From 
Figure S5, it can be seen that the trained model 
correctly predicted the test data.

CONCLUSIONS
In this study, the focus was on developing a 
method for clustering honey samples based 
on their geographical origin without the need 
for a complex chemical separation process. 
Honey samples from different regions were 
analyzed using Fourier Transform Infrared 
(FTIR) spectroscopy, which provides a unique 
fingerprint for each sample. The FTIR data were 
used to identify clusters of samples based on 
similarities in their chemical composition.

To determine the optimal number of clusters, 
two different approaches were used. First, each 
frequency point of the FTIR data was evaluated 
as a feature and the number of features was 
reduced to 2 dimensions using Principal 
Component Analysis (PCA). These 2D data were 

Figure 5. Clustering 
of Honey Samples 
with HCA.
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then clustered using Hierarchical Clustering 
Analysis (HCA). Secondly, Deep Learning was 
used to reclassify the clustered data, and the 
accuracy of the model was evaluated using test 
data.

The results showed that the proposed 
model can accurately predict the geographical 
origin of honey samples at a rate of 96.15%, 
demonstrating that chemometric methods 
applied to FTIR data can quickly and accurately 
cluster honey samples without the need for 
sample preparation. The study also highlighted 
the potential of Deep Learning to automatically 
model complex nonlinear relationships and 
provide more accurate results for small data 
sets such as honey samples.

The movement of bees by beekeepers in 
the western region of Eastern Anatolia was also 
noted, with no clear boundaries between the 
regions they cover. The botanical makeup of the 
plants from which the bees collect pollen was 
mentioned as a potential factor influencing the 
chemical composition of honey samples, with 
differences potentially arising due to variations 
in the region’s topography and altitude above 
sea level.
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